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been successfully used to describe the melting of a charge
density-wave state24 and the time evolution of electrons
in correlated metals25,26 via tr-ARPES and tr-reflectivity.
We connect the microscopic interaction parameters of
the electron-phonon interaction directly to the observed
timescales, and discuss the extension of the results ob-
tained here to more general models.

II. METHOD

We describe the time-evolution of the system via the
non-equilibrium Keldysh formalism. All Green’s func-
tions have two time arguments, where each time is lo-
cated on the Keldysh contour (see Fig. 1). The sys-
tems starts in equilibrium at a temperature T and time
t = tmin, and evolves until t = tfinal. The time-ordered,

t

min

t

min

� i�

t

max

FIG. 1: Keldysh contour used in the description of the double-
time Green’s functions and self-energies.

anti-time-ordered, lesser and greater Green’s functions
are formed by selecting t and t⇥ on appropriate parts of
the contour (see Refs. 1–3,7,8).

The driving fields are included directly into the propa-
gators via the Peierls substitution in the standard double-
time formalism, which leads to the bare non-equilibrium
Green’s function

G0
k(t, t

⇥) =i [nF (�(k))� ⇥c(t, t
⇥)]

⇥ exp

⌥
�i

� t

t0
dt̄ � (k�A(t̄))

�

where nF is the Fermi function at temperature T :
nF (⌅) = 1/(exp(⌅/T ) + 1), t and t⇥ lie on the Keldysh
contour, ⇥c is the contour-ordered Heaviside function,
�(k) is the single-particle dispersion, which we choose
to be a square lattice tight-binding model with nearest-
neighbor and next-nearest-neighbor hoppings Vnn = 0.25
eV and Vnnn = 0.075 eV, and a chemical potential
µ = �0.255 eV.

�(k) = �2Vnn (cos kx + cos ky) + 4Vnnn cos kx cos ky � µ

A(t) is the vector potential at time t, which is related
to the electric field via A(t) = �

´
E(t)dt. Here, we use

the convention that h̄ = c = e = 1, and we work in the
Hamiltonian gauge, i.e. the scalar potential is set to zero.
Energies and frequencies are measured in units of eV.

To illustrate the momentum-dependent quasiparticle
relaxation rates we introduce coupling of electrons to a

non-dispersive optical phonon with energy ⇥. As our
starting point, we use the Holstein model which couples
a band of electrons to a single species of optical phonon:

H =
 

k

�(k)c†kck +
 

q

⇥

⇧
b†qbq +

1

2

⌃

+
 

k,q,i

c†k+qck
⇤
bq + b†�q

⌅

We include the electron-phonon interactions in the
Migdal limit, which is appropriate for weak coupling.
Furthermore, since we are primarily interested in the re-
sponse of the electronic system, we will limit the discus-
sion to just the e⇤ects of the phonons on the electrons,
and will neglect the feedback of the electronic system on
the phonons.
For a non-dispersive optical phonon, the electronic self-

energy is

�(t, t⇥) = ig2
 

k

D0(t, t⇥)G0
k(t, t

⇥)

where g is the electron-phonon coupling strength. The
bare phonon Green’s function D0(t, t⇥) is

D0(t, t⇥) =� i [nB(⇥) + ⇥c(t, t
⇥)] exp (i⇥(t� t⇥))

� i [nB(⇥) + 1� ⇥c(t, t
⇥)] exp (�i⇥(t� t⇥))

where nB(⇥) is the Bose function at temperature T :
nB(⌅) = 1/(exp(⌅/T )� 1). In the following, we will use
various values of the electron-phonon coupling strength
g and the optical phonon frequency ⇥.
With the self-energy above, we solve the Dyson equa-

tion

Gk(t, t
⇥) = G0

k(t, t
⇥) +

�
dt1dt2G

0
k(t, t1)�(t1, t2)Gk(t2, t

⇥)

This can be done by casting the Dyson equation as
a matrix equation. However, for the case of electron-
phonon coupling, better numerical stability can be ob-
tained by expanding the integral through Langreth rules
and solving the equations of motion for the retarded, real-
imaginary, and lesser Green’s functions.4,5 This leads to
a set of Volterra integrodi⇤erential equations that can be
solved via standard numerical integration.6 We find that
the solution of the Dyson equation by integrating the
Volterra equations leads to more stable and inherently
causal algorithms. Some details about number of time
points go here.
The pulse that is of direct interest to pump-probe ex-

periments is, by nature, a propagating light pulse; this
implies an oscillating field without a zero-frequency com-
ponent. We model the pump via an oscillating vector po-
tential along the (11) direction with a Gaussian profile,
where we assume that the field is slowly varying spatially
and thus neglect the spatial dependence:

A(t) = (x̂+ ŷ)
Fmax

⌅p
sin(⌅pt) exp

�
� (t� t0)2

2⇤2

⇥

Gk(!) = G0
k(!) +G0

k(!)⌃(!)Gk(!)
self-energy Σ:
electron-electron scattering
electron-phonon scattering
...

same problem as in equilibrium 
(but worse):
use your favorite self-energy 
approximation, e.g. perturbation 
theory, nonequilibrium DMFT, ...
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⇥� @

⌧

� ✏(k(0))
⇤
G

M

k (⌧) =�(⌧) +

Z
�

0

d⌧̄ ⌃M (⌧ � ⌧̄)GM

k (⌧̄), (2a)

⇥
i@

t

� ✏(k(t))
⇤
G

e
k(t,�i⌧) =

Z
t

0

dt̄ ⌃R(t, t̄)Ge
k(t̄,�i⌧) +

Z
�

0

d⌧̄ ⌃e(t,�i⌧̄)GM

k (⌧̄ � ⌧), (2b)

⇥
i@

t

� ✏(k(t))
⇤
G

?
k (t, t

0) =

Z
t

0

dt̄ ⌃R(t, t̄)G?
k (t̄, t

0) +

Z
t

0

0

dt̄ ⌃?(t̄,t)GA

k (t̄, t
0)� i

Z
�

0

d⌧̄ ⌃e(t,�i⌧̄)Gd
k(�i⌧̄ , t

0). (2c)

The superscripts M, e, d, R,A ? indicate the Matsubara,
mixed real-imaginary, mixed imaginary-real, retarded,
advanced, and greater/lesser components, respectively.
Similar equations are obtained by using t

0 instead of t.
The various components can be transformed or combined
into others by their usual relations.

Once the Green’s functions are obtained, time-resolved
ARPES (tr-ARPES) spectra can be computed. For a
probe pulse of width �

p

, the tr-ARPES intensity at time
t

0

is [28]

I(k,!, t
0

) = Im

Z
dt dt

0
p(t, t0, t0)ei!(t�t

0
)

G

<

˜k
(t, t0) (3)

where p(t, t0, t0) is a two-dimensional normalized Gaus-
sian with a width �

p

centered at (t, t0) = (t
0

, t

0

). The
field-induced shift in k has to be corrected via a gauge
shift in the momentum argument of G<

k via [29]

k̃ = k+
1

t� t

0

Z
t

t

0
dt̄A(t̄). (4)

From Eq. 2c we can identify the components contribut-
ing to the return to equilibrium of the tr-ARPES spec-
tra. Drawing an analogy to a simple first order di↵er-
ential equation, we observe that the retarded self-energy
plays the role of a time constant, and the remaining inte-
grals appear as driving terms. Thus, while the retarded
self-energy governs a substantial portion of the temporal
dynamics, it is not the full story and the other pieces
must be taken into account. This implies that the decay
rate is not 100% determined by the retarded self-energy
outside of the weak excitation limit.

The Wigner self-energy, which is used above, is defined
as follows. First, a transformation is made from (t, t0)
coordinates to (t

ave

, t

rel

) coordinates via t

ave

= [t+ t

0]/2

and t

rel

= t � t

0. Then, a Fourier transform is done on
t

rel

: ⌃(t
ave

,!) = F [⌃(t
ave

, t

rel

)].

DC
0 (t, t

0)

GC(t, t0)g g

FIG. 5. Feynman diagram for the contour self-energy.

Sum rule for the self-energy

For the Holstein model with an unrenormalized
phonon, the contour self-energy (see Fig. 5) is given by

⌃C(t, t0) =
ig

2

Nk

X

k

G

C
k(t, t

0)DC
0

(t, t0), (5)

where Nk is the number of momenta. The zeroth fre-
quency moment for the self-energy (in frequency) is re-
lated to the diagonal part of ⌃R(t, t0). We use the bare
contour phonon propagator[30]

D

C
0

(t, t0) =� i

⇥
n

B

(⌦/T ) + 1� ✓C(t, t)
⇤
e

i⌦(t�t

0
)

� i

⇥
n

B

(⌦/T ) + ✓C(t, t)
⇤
e

�i⌦(t�t

0
)

, (6)

where n

B

(x) is the Bose function n

B

(x) = [ex � 1]�1,
and ✓C(t, t0) is the contour Heaviside function. Using
Eq. 5, we extract the retarded part of ⌃C [31] and set
t

0 = t,

k	
  indexes	
  the	
  quantum	
  states	
  

>,<,R,A	
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  4	
  Green’s	
  func7ons	
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Ak(!, t0) = Im
1

2⇡�2

ˆ
dtdt0G<

k (t, t0)e�(t�t0)
2
/2�

2

e�(t

0�t0)
2
/2�

2

ei!(t�t

0
) (7)

⇡ Im

ˆ
dtdt0G<

k (t, t0)�(t� t
0

)�(t0 � t
0

)ei!(t�t

0
) (8)

⇡ Im G<

k (t
0

, t
0

) (9)

⇡ n
k

(t
0

) (10)
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order	
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condensate dynamics 

el-­‐ph	
  single-­‐par7cle	
  
scadering

2

Holstein-Hamiltonian. Our model contains both the re-
tarded pairing interaction mediated by phonons as well
as dissipation of heat into the lattice. The change in
the lattice distortion is modelled by a slow change of
the electronic hopping amplitude J

0

to a smaller value
J

f

. Due to this change the electronic density of states
close to the Fermi-surface is enhance, which results in
an increase equilibrium order parameter �

f

(see Fig. 1).
These equilibrium considerations lead one to expect that
for adiabatic changes of the hopping, the order param-
eter should increase, following the equilibrium phase di-
agram (Fig. 1(b)). In materials [15], typical time scales
for changes of the lattice through nonlinear phonon cou-
pling are fractions of a picosecond, which is a nonadia-
batic change in particular for the slow collective dynam-
ics of the superconducting condensate. Hence, it is an
important open question on which time scales the super-
conducting order parameter �(t) follows the change of
the electronic structure.

In this work, we show that both the slow condensate
dynamics as well as the fast redistribution of excitations
via el-ph scattering provide relevant time scales to the
nonequilibrium dynamics of light-enhanced superconduc-
tivity. At early times, the slow changes of the spectrum
are governed by the time scale set by the initial order
parameter �

0

in particular when one starts close to T

c,0

.
The fast redistribution of excitations due to el-ph scat-
tering becomes important for the thermalization process
at intermediate and long time scales.

0

0.01

0.02

0 100 200 300

∆
 [e

V
]

time [fs]

(a) 96 K

122 K

128 K

130 K

133 K
136 K

0

1

0 0.01 0.02

(∆
ra

m
p 

−
 ∆

0)
/(

∆
f −

 ∆
0)

∆0 [eV]

1.0 g2

0.8 g2

(b)
0.96

1 (c)

0 K

0.72

0.76

96 K

0.44

0.48

(∆
st

ea
dy

 −
 ∆

0)
/(

∆
f −

 ∆
0)

122 K

0.32
0.36
0.4

0 1 2 3

τ ∆0 [−h]

128 K

FIG. 2. Light-enhanced superconductivity. (a) Dynam-
ics during (grey shaded area) and after a ⌧ =100 fs ramp
for di↵erent initial equilibrium temperatures (T

c,0

⇡ 135
K). Solid (dashed) lines show the results of the el-ph (BCS)
model and the arrows indicate the final thermal equilibrium
values �

f

. (b) Order parameter change during the ramp,
�

ramp

� �
0

, relative to �
f

� �
0

(symbols). This change
scales almost linearly with the initial value �

0

(dashed line).
(c) Dependence of final steady state value on ramp duration
⌧ within BCS theory for di↵erent temperatures. Arrows show
the data points for 100 fs ramps corresponding to panel (a).
Dashed line indicates ⌧�

0

= ~.

We describe the electron-phonon dynamics using the

Holstein Hamiltonian (el-ph model)

H =
X

k�

✏(k, t)c†k�ck� +
X

q,�

⌦
�

b

†
q,�bq,�

�
X

q,�,�

g

�

c

†
k+q�ck�

⇣
bq,� + b

†
�q,�

⌘
(1)

with fermionic creation operators c

†
k� for dimension-

less momentum k = (k
x

, k

y

) and spin � = ", # on a
two-dimensional square lattice with dispersion ✏(k, t) =
�2J(t)(cos k

x

+ cos k
y

). The explicit time dependence
of the electronic hopping amplitude J(t) mimics a de-
formation of the ionic lattice induced via a nonlinear
coupling to an IR active optical phonon driven by the
THz light pulse [15]. We assume for t < ⌧ a linear
ramp J(t) = J

0

+ (J
f

� J

0

) t

⌧

and for t > ⌧ the con-
stant J(t) = J

f

with initial hopping amplitude J
0

= 0.25
eV, final hopping amplitude J

f

= 0.20 eV, and ramp
time ⌧ ⇡ 100 fs unless denoted otherwise. Throughout
this work, energies are measured in eV, with a conver-
sion to time scales measured in fs via ~ = 0.658 eV⇥fs.
The change of the hopping parameter by 20% is rather
large, but not out of reach for an experimental realization
[15]. In an experiment, the deformation of the lattice will
decay typically on the order of several picoseconds such
that we focus on the dynamics within this time-frame.
The electrons are coupled to di↵erent branches (�) of

phonons with bosonic creation operators b†q,� , energy ⌦
�

,
and electron-phonon coupling strength g

�

. We consider a
dominant optical phonon mode at ⌦

opt

= 0.1 eV, which
induces superconductivity, and a branch of acoustic low-
energy phonons. We use a reference set of electron-
phonon couplings, which we label “1.0 g

2” (see Supple-
ment), and for comparison a set with the same spectrum
but reduced coupling strengths, which we label “0.8 g

2”.
We solve this model in the Migdal-Eliashberg approxi-
mation [49, 50] with a local, self-consistent self-energy for
the electrons, and treat the phonons as an infinite heat
bath at thermal equilibrium. The e↵ective phonon spec-
tra weighted by el-ph coupling (Eliashberg functions) for
“1.0 g

2” and a parameter set without acoustic branch are
shown in the inset to Fig. 4(a). As discussed in the fol-
lowing, the acoustic branch is crucial for thermalization,
since it constitutes an e↵ective energy transfer channel
from the electrons to the ionic lattice.
The time evolution is obtained from the nonequilib-

rium Keldysh Green function formalism. The Green
functions are solutions of the Kadano↵-Baym-Gor’kov
equations, that are solved in integro-di↵erential form
on the Keldysh contour with the algorithm described
in Ref. [51]. Since we use an e↵ective mean-field ap-
proach, we can choose initial conditions that put the
system either in the normal or symmetry-broken state.
Here, we choose the superconducting solution as the
initial state and ignore the possible competing insta-
bility towards charge-density wave order. The super-

2

Holstein-Hamiltonian. Our model contains both the re-
tarded pairing interaction mediated by phonons as well
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of the electronic hopping amplitude J(t) mimics a de-
formation of the ionic lattice induced via a nonlinear
coupling to an IR active optical phonon driven by the
THz light pulse [15]. We assume for t < ⌧ a linear
ramp J(t) = J

0

+ (J
f

� J

0

) t

⌧

and for t > ⌧ the con-
stant J(t) = J

f

with initial hopping amplitude J
0

= 0.25
eV, final hopping amplitude J

f

= 0.20 eV, and ramp
time ⌧ ⇡ 100 fs unless denoted otherwise. Throughout
this work, energies are measured in eV, with a conver-
sion to time scales measured in fs via ~ = 0.658 eV⇥fs.
The change of the hopping parameter by 20% is rather
large, but not out of reach for an experimental realization
[15]. In an experiment, the deformation of the lattice will
decay typically on the order of several picoseconds such
that we focus on the dynamics within this time-frame.
The electrons are coupled to di↵erent branches (�) of

phonons with bosonic creation operators b†q,� , energy ⌦
�

,
and electron-phonon coupling strength g

�

. We consider a
dominant optical phonon mode at ⌦

opt

= 0.1 eV, which
induces superconductivity, and a branch of acoustic low-
energy phonons. We use a reference set of electron-
phonon couplings, which we label “1.0 g

2” (see Supple-
ment), and for comparison a set with the same spectrum
but reduced coupling strengths, which we label “0.8 g

2”.
We solve this model in the Migdal-Eliashberg approxi-
mation [49, 50] with a local, self-consistent self-energy for
the electrons, and treat the phonons as an infinite heat
bath at thermal equilibrium. The e↵ective phonon spec-
tra weighted by el-ph coupling (Eliashberg functions) for
“1.0 g

2” and a parameter set without acoustic branch are
shown in the inset to Fig. 4(a). As discussed in the fol-
lowing, the acoustic branch is crucial for thermalization,
since it constitutes an e↵ective energy transfer channel
from the electrons to the ionic lattice.
The time evolution is obtained from the nonequilib-

rium Keldysh Green function formalism. The Green
functions are solutions of the Kadano↵-Baym-Gor’kov
equations, that are solved in integro-di↵erential form
on the Keldysh contour with the algorithm described
in Ref. [51]. Since we use an e↵ective mean-field ap-
proach, we can choose initial conditions that put the
system either in the normal or symmetry-broken state.
Here, we choose the superconducting solution as the
initial state and ignore the possible competing insta-
bility towards charge-density wave order. The super-

superconductor:	
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and earlier concepts of aggregate-mediated tox-
icity generated by any or all of the five RAN
translation products of the sense or antisense
transcripts of the C9orf72 repeats are not neces-
sarily mutually exclusive.
We offer three reasons to believe that the

toxicities driven by the GRn and PRn RAN trans-
lation products may account for the pathophys-
iological deficits observed in nerve cell dysfunction
in patients carrying repeat expansions in the
C9orf72 gene. First, very specific alterations in
splicing of the EAAT2 mRNA have been described
from brain tissue derived from C9orf72 patients,
including the skipping of exon 9 and the inclusion
of 1008 nucleotides of intronic sequence distal to
the splice donor site of exon 7. Administration of
the PR20 peptide to human astrocytes derived from
normal subjects led to the same changes in EAAT2
pre-mRNA splicing. Second, RNA-seq studies of
cells exposed to the GR20 and PR20 peptides re-
vealed changes in the expression of snoRNA
known to be important for maturation of rRNA.
These data properly predicted that peptide-treated
cells would suffer deficits in rRNA maturation.
Third, recent studies of brain tissue derived from
patients carrying repeat expansions in the C9orf 72
gene have given evidence of nucleolar disorder,
including impediments in the processing of the
45S ribosomal RNA precursor (27). Thus, we
conclude that administration of the GR20 and
PR20 peptides to normal human astrocytes leads
to pathophysiological deficits that mimic those
observed in disease tissue.
In the context of disease progression of both

ALS and FTD patients carrying a repeat expan-
sion in the C9orf 72 gene, nerve cell degeneration
only begins after 40 or more years of age (28).
How is it that RAN translation products appear
with such delayed kinetics? Perhaps RAN trans-
lation of the hexanucleotide repeats may take
place at very low levels in presymptomatic dec-
ades. Stochastically, the heavy burden of RNA
biogenesis demanded of neurons may eventually
lead to sufficient expression of the GRn and/or
PRn peptides to begin tomildly impede nucleolar
function and pre-mRNA splicing. This impedi-
ment might favor the generation of damaged
ribosomes that could themselves favorRAN trans-
lation relative to normal protein synthesis. Al-
ternatively, improperly spliced mRNAs might
affect events such as the control of nuclear import
and/or export as regulated by the RAN GTPase,
perhaps favoring export of sense or antisense
transcripts of the expanded hexanucleotide re-
peats in the C9orf 72 gene for cytoplasmic trans-
lation. If either or both of these alterations slightly
favored production of the GRn and/or PRn pep-
tides, the process could eventually snowball to the
point of nucleolar catastrophy andnerve cell death.
We close with two final considerations. First,

we do not know what pathway of cell death re-
sults from the toxic activities of the GRn or PRn

polymers. If the death pathway were messy,
spilling out cellular contents, it is possible that
theGRn and PRn polymers of a deadneuron could
be taken up by neighboring cells just as we
have observed for cultured cells and so facili-

tate the pathological spread of toxicity. Second,
we offer the idea that what has been witnessed
in this work could reflect the failed birth of a
gene. Whereas the repeat expansion in C9orf 72
can be considered to have generated a newprotein-
coding gene, it is ultimately toxic to the organism.
Could it be that the scores of LC sequences asso-
ciated with DNA and RNA regulatory proteins in
eukaryotic cells evolved in this same manner?
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SUPERCONDUCTIVITY

Light-induced collective pseudospin
precession resonating with Higgs
mode in a superconductor
Ryusuke Matsunaga,1* Naoto Tsuji,1 Hiroyuki Fujita,1 Arata Sugioka,1 Kazumasa Makise,2

Yoshinori Uzawa,3† Hirotaka Terai,2 Zhen Wang,2‡ Hideo Aoki,1,4 Ryo Shimano1,5*

Superconductors host collective modes that can be manipulated with light.We show that a
strong terahertz light field can induce oscillations of the superconducting order parameter in
NbN with twice the frequency of the terahertz field.The result can be captured as a collective
precession of Anderson’s pseudospins in ac driving fields. A resonance between the field and
the Higgs amplitudemode of the superconductor then results in large terahertz third-harmonic
generation.The method we present here paves a way toward nonlinear quantum optics in
superconductors with driving the pseudospins collectively and can be potentially extended to
exotic superconductors for shedding light on the character of order parameters and their
coupling to other degrees of freedom.

M
acroscopic quantum phenomena, such
as superconductivity and superfluidity,
emerge in a variety of physical systems,
such as metals, liquid helium, ultracold
atomic quantumgases, and neutron stars.

One manifestation of the macroscopic quantum

nature is the appearance of characteristic collec-
tive excitations. Indeed, phenomena associated
with collective modes, such as second sound and
spin waves in condensates, have been revealed in
superfluid helium (1, 2) and in ultracold atomic
gases (3, 4).
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Generally, collective modes in ordered phases
arising from spontaneous symmetry breaking are
classified into (i) gapless phase modes [Nambu-
Goldstone (NG)mode] and (ii) gapped amplitude
modes (Higgs mode) (5–7). In charged-particle
systems such as superconductors with long-
range Coulomb interactions, the gapless NG
mode becomes massive; that is, its energy is ele-
vated to the plasma frequency as a result of the
coupling to the gauge boson (photon field), which
is referred to as the Anderson-Higgs mechanism
(8, 9). The Higgs amplitude mode in supercon-
ductors has been also studied theoretically
(6, 10–15); because it is not accompanied by
charge fluctuations, it does not couple directly to
electromagnetic fields in the linear response re-
gime. This is why the Higgs mode in conven-
tional s-wave superconductors was observed
only recently after a nonadiabatic excitationwith
a monocycle THz pulse (16); previous observa-
tions were in a special case where the super-
conductivity coexists with charge density wave
that makes the Higgs mode Raman-active (17, 18).
Hence,many questions regarding theHiggsmode
in superconductors remain unresolved: How
does the mode couple to strong electromagnetic
fields in a nonlinear regime? Is it possible to dy-
namically control the Higgs mode and therefore
the superconducting order parameter?
Recent advances in the intense THz genera-

tion technique (19, 20) open a new avenue for
studying matter phases in nonequilibrium con-
ditions. Amplitude- and phase-resolved spectros-
copy using multi-THz pulses has been realized
(21), enabling the study of coherent transients
in many-body systems in low-energy ranges. The
purpose of the present work is to explore co-
herent nonlinear interplay between collective
mode in a superconductor and THz light field
by investigating the real-time evolution of the
order parameter under the driving field of a mul-
ticycle (as opposed to monocycle) THz pulse.
In order to study evolutions on a picosecond

time scale, we performed THz pump–THz probe
spectroscopy (16, 22) (Fig. 1A). To generate an
intense multicycle THz pulse as a coherent driv-
ing source, we first created an intensemonocycle
THz pulse by the tilted-pulse front method with
a LiNbO3 crystal (19, 23). The monocycle pulse
then goes through a band-pass filter to produce a
narrow-spectrum multicycle pulse. Three band-
pass filters are used to generate the different
center frequencies at 0.3, 0.6, or 0.8 THz, respec-

tively, with their power spectra displayed in Fig.
1B. These photon energies are all below the su-
perconducting gap of our NbN sample in the
low-temperature limit, which is 1.3 THz (Fig. 1C);
this implies that the pump pulse does not gen-
erate quasi-particles (QPs) in one-photon pro-
cesses at low temperatures. The sample is an
s-wave superconductor NbN thin filmwith 24-nm
thickness grown on an MgO substrate (24) with
superconducting critical temperature (Tc) = 15 K.
The ultrafast dynamics of the superconducting
order parameter driven by the multicycle pump
pulse is then probed through the transmittance
of a monocycle THz pulse that enters the
sample collinearly with the pump pulse with
a variable time delay. In general, we can detect
the temporal waveform of the transmitted
probe THz electric field, Eprobe, by varying the

time delay of another optical gate pulse and
using the electrooptic (EO) sampling method. In
this experiment, we fixed the timing of the
optical gate pulse such that, in the absence of
the pump, Eprobe at this timing monotonically
changes with temperature, reflecting the change
of the order parameter. Temporal evolution of the
order parameter induced by the THz pump is
sensitively monitored through the change of
Eprobe relative to its value in the absence of the
pump as a function of the pump-probe delay
time, tpp (16, 22); we denote this change as
dEprobe. For details, see (25). In the present case,
we investigated the order parameter dynamics
in the presence of coherently oscillating multi-
cycle pump fields. The temporal waveform of the
pump THz electric field Epump is displayed in
Fig. 1D for the center frequency of w = 0.6 THz
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Fig. 1. THz pump–THz probe spectroscopy. (A) Schematic experimental setup for the THz pump–THz
probe spectroscopy, where BPF is a metal-mesh band-pass filter and WGP a wire-grid polarizer. (B) Power
spectra of the pump THz pulse with the center frequencies of w = 0.3, 0.6, and 0.8 THz. (C) Temperature
dependence of the superconducting gap energy 2D of the NbN sample evaluated from optical con-
ductivity spectra based on the Mattis-Bardeen model (36). Horizontal lines indicate the center frequencies of
the pump pulse. (D) Waveform of Epump with the center frequency of w = 0.6 THz, with the squared |Epump|

2

also shown. (E) dEprobe as a function of tpp in the temperature range 2D(T) < w. Increase of dEprobe cor-
responds to a reduction of the order parameter. (F) dEprobe against tpp in the temperature range 2D(T) > w.
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CONSPECTUS: Driving phase changes by selective optical excitation of specific
vibrational modes in molecular and condensed phase systems has long been a
grand goal for laser science. However, phase control has to date primarily been
achieved by using coherent light fields generated by femtosecond pulsed lasers at
near-infrared or visible wavelengths.
This field is now being advanced by progress in generating intense femtosecond
pulses in the mid-infrared, which can be tuned into resonance with infrared-active
crystal lattice modes of a solid. Selective vibrational excitation is particularly
interesting in complex oxides with strong electronic correlations, where even
subtle modulations of the crystallographic structure can lead to colossal changes
of the electronic and magnetic properties.
In this Account, we summarize recent efforts to control the collective phase state
in solids through mode-selective lattice excitation. The key aspect of the
underlying physics is the nonlinear coupling of the resonantly driven phonon to other (Raman-active) modes due to lattice
anharmonicities, theoretically discussed as ionic Raman scattering in the 1970s. Such nonlinear phononic excitation leads to
rectification of a directly excited infrared-active mode and to a net displacement of the crystal along the coordinate of all
anharmonically coupled modes. We present the theoretical basis and the experimental demonstration of this phenomenon, using
femtosecond optical spectroscopy and ultrafast X-ray diffraction at a free electron laser.
The observed nonlinear lattice dynamics is shown to drive electronic and magnetic phase transitions in many complex oxides,
including insulator−metal transitions, charge/orbital order melting and magnetic switching in manganites. Furthermore, we show
that the selective vibrational excitation can drive high-TC cuprates into a transient structure with enhanced superconductivity.
The combination of nonlinear phononics with ultrafast crystallography at X-ray free electron lasers may provide new design rules
for the development of materials that exhibit these exotic behaviors also at equilibrium.

■ INTRODUCTION
Coherent optical excitation of infrared-active lattice vibrations
in solids is emerging as a new tool to control the crystal
structure of solids directly and to drive phase transitions
dynamically. Particularly in correlated electronic systems, where
the phase state is determined by the interactions between
charges, orbitals, spins, and the crystal lattice,1 these optically
driven lattice distortions lead to colossal rearrangements in the
electronic and magnetic properties, opening up many
opportunities for applications in ultrafast data processing and
storage. Especially attractive is the ability to switch the
functionality of these solids at high speeds, while minimizing
heating and dissipation.
These advances are related to previous work aimed at driving

chemical reactions by the coherent control of specific molecular
vibrations,2,3 in what is often referred to as “bond selective
chemistry”. However, bond selective chemistry has been often
severely limited by the large atomic motions needed to break or
make chemical bonds. These dynamical distortions inevitably
lead to uncontrolled energy transfer to molecular and bath
modes, an effect typically referred to as internal vibrational
redistribution.4,5 Hence, the applicability of bond selective
control to chemical reactions has so far been limited.

Such limitations are far less important in the solid state. First,
due to cooperativity, the unit cell distortions that accompany a
phase transition are far smaller than the bond dilations and
bond breaking necessary for a chemical reaction. It is not
uncommon to observe enormous changes in the macroscopic
properties of solids for minute lattice distortions, sometimes of
only a few percent of the equilibrium lattice constant. This is
especially true for complex materials, in which electronic
correlations make the collective properties of the solid a highly
nonlinear function of many perturbations. Second, the internal
vibrational redistribution is far less pronounced in crystalline
solids, where translational invariance limits the density of states
of the lattice modes and introduces momentum-conservation
constraints for the decay of vibrational energy.
In this Account, we present some recent advances in this

area. We first discuss how anharmonic energy flow among
different modes is key to atomic structural control. We show
how cubic anharmonicities lead to net displacements of the
crystal lattice. We then summarize some recent experimental
demonstrations for this nonlinear phononics, which involve both
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Nonlinear phononics as an ultrafast route to
lattice control
M. Först1*, C. Manzoni1†, S. Kaiser1, Y. Tomioka2, Y. Tokura3, R. Merlin4 and A. Cavalleri1*
Two types of coupling between electromagnetic radiation and
a crystal lattice have so far been identified experimentally. The
first is the direct coupling of light to infrared-active vibrations
carrying an electric dipole. The second is indirect, involving
electron–phonon coupling and occurring through excitation of
the electronic system; stimulated Raman scattering1–3 is one
example. A third path, ionic Raman scattering (IRS; refs 4,5),
was proposed 40 years ago. It was posited that excitation
of an infrared-active phonon could serve as the intermediate
state for Raman scattering, a process that relies on lattice
anharmonicities rather than electron–phonon interactions6.
Here, we report an experimental demonstration of IRS using
femtosecond excitation and coherent detection of the lattice
response.We show how this mechanism is relevant to ultrafast
optical control in solids: a rectified phonon field can exert
a directional force onto the crystal, inducing an abrupt
displacement of the atoms from their equilibriumpositions. IRS
opens up a new direction for the optical control of solids in their
electronic ground state7–9, different fromcarrier excitation10–14.

Crystal lattices respond to mid-infrared radiation with oscilla-
tory ionic motions along the eigenvector of the resonantly excited
vibration. Let QIR be the normal coordinate, PIR the conjugate
momentum and �IR the frequency of the relevant infrared-active
mode, which we assume to be non-degenerate, and HIR =N (P2

IR +
�2

IRQ2
IR)/2 its associated lattice energy (N is the number of cells).

For pulses that are short compared with the many-picoseconds
decay time of zone-centre optical phonons15, one can ignore dis-
sipation, and the equation of motion is

Q̈IR +�2
IRQIR = e⇤E0p

M IR
sin(�IRt )F(t )

where e⇤ is the effective charge,MIR is the reducedmass of themode,
E0 is the amplitude of the electric field of the pulse and F is the pulse
envelope. At timesmuch longer than the pulse width

QIR(t )=
Z +1

�1
F(⌧ )d⌧

�
e⇤E0

�IR
p
M IR

cos(�IRt ) (1)

For ionic Raman scattering (IRS), the coupling of the infrared-
active mode to Raman-active modes is described by the Hamilto-
nianHA =�NAQ2

IRQRS, whereA is an anharmonic constant andQRS
is the coordinate of a Raman-active mode, of frequency �RS, which
is also taken to be non-degenerate. Thus, the equation of motion
for the Raman mode is

Q̈RS +�2
RSQRS =AQ2

IR (2)
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Ignoring phonon field depletion, it follows from equation (1) that
excitation of the infrared mode leads to a constant force on the
Raman mode which, for �IR � �RS, undergoes oscillations of
the form

QRS(t )=
A

2�2
RS

Z +1

�1
F(⌧ )d⌧

�2 (e⇤E0)2

MIR�
2
IR
(1�cos�RSt ) (3)

around a new equilibrium position. Hence, the coherent nonlinear
response of the lattice results in rectification of the infrared
vibrational field with the concomitant excitation of a lower-
frequency Raman-active mode.

We stress that equation (2) describes a fundamentally different
process from conventional stimulated Raman scattering16–18, for
which the driving term 4̂ in the equation of motion Q̈RS +
�2

RSQRS =
⌦
4̂

↵
depends only on electron variables (see also

Supplementary Information).
To date, phonon nonlinearities have been evidenced only

by resonantly enhanced second harmonic generation19,20 or by
transient changes in the frequency of coherently excited Raman
modes in certain semimetals at high photoexcitation21. However,
the experimental demonstration of IRS,which offers significant new
opportunities for materials control, is still lacking.

Ultrafast optical experiments were performed on single crystal
La0.7Sr0.3MnO3, synthesized by the floating zone technique and
polished for optical experiments. La0.7Sr0.3MnO3 is a double-
exchange ferromagnet with rhombohedrally distorted perovskite
structure. Enhanced itinerancy of conducting electrons and
relaxation of a Jahn–Teller distortion are observed below the
ferromagnetic Curie temperature TC = 350K (refs 22–24). As
a result of the relatively low conductivity, phonon resonances
are clearly visible in the infrared spectra at all temperatures25.
The sample was held at a base temperature of 14 K, in
its ferromagnetic phase, and was excited using femtosecond
mid-infrared pulses tuned between 9 and 19 µm, at fluences
up to 2mJ cm�2. The pulse duration was determined to be
120 fs across the whole spectral range used here. The time-
dependent reflectivity was measured using 30-fs pulses at a
wavelength of 800 nm.

Figure 1a shows time-resolved reflectivity changes for excitation
at 14.3-µm wavelength at 2-mJ cm�2 fluence, resonant with
the 75-meV (605 cm�1) Eu stretching mode25,26. The sample
reflectivity decreased during the pump pulse, rapidly relaxing into
a long-lived state and exhibiting coherent oscillations at 1.2 THz
(40 cm�1). This frequency corresponds to one of the Eg Raman
modes of La0.7Sr0.3MnO3 associated with rotations of the oxygen
octahedra26,27, as sketched in the figure. Consistent with the Eg
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La0.7Sr0.3MnO3, synthesized by the floating zone technique and
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exchange ferromagnet with rhombohedrally distorted perovskite
structure. Enhanced itinerancy of conducting electrons and
relaxation of a Jahn–Teller distortion are observed below the
ferromagnetic Curie temperature TC = 350 K (refs 22–24). As
a result of the relatively low conductivity, phonon resonances
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The sample was held at a base temperature of 14 K, in
its ferromagnetic phase, and was excited using femtosecond
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up to 2 mJ cm�2. The pulse duration was determined to be
120 fs across the whole spectral range used here. The time-
dependent reflectivity was measured using 30-fs pulses at a
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Mode-Selective Control of the Crystal Lattice
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CONSPECTUS: Driving phase changes by selective optical excitation of specific
vibrational modes in molecular and condensed phase systems has long been a
grand goal for laser science. However, phase control has to date primarily been
achieved by using coherent light fields generated by femtosecond pulsed lasers at
near-infrared or visible wavelengths.
This field is now being advanced by progress in generating intense femtosecond
pulses in the mid-infrared, which can be tuned into resonance with infrared-active
crystal lattice modes of a solid. Selective vibrational excitation is particularly
interesting in complex oxides with strong electronic correlations, where even
subtle modulations of the crystallographic structure can lead to colossal changes
of the electronic and magnetic properties.
In this Account, we summarize recent efforts to control the collective phase state
in solids through mode-selective lattice excitation. The key aspect of the
underlying physics is the nonlinear coupling of the resonantly driven phonon to other (Raman-active) modes due to lattice
anharmonicities, theoretically discussed as ionic Raman scattering in the 1970s. Such nonlinear phononic excitation leads to
rectification of a directly excited infrared-active mode and to a net displacement of the crystal along the coordinate of all
anharmonically coupled modes. We present the theoretical basis and the experimental demonstration of this phenomenon, using
femtosecond optical spectroscopy and ultrafast X-ray diffraction at a free electron laser.
The observed nonlinear lattice dynamics is shown to drive electronic and magnetic phase transitions in many complex oxides,
including insulator−metal transitions, charge/orbital order melting and magnetic switching in manganites. Furthermore, we show
that the selective vibrational excitation can drive high-TC cuprates into a transient structure with enhanced superconductivity.
The combination of nonlinear phononics with ultrafast crystallography at X-ray free electron lasers may provide new design rules
for the development of materials that exhibit these exotic behaviors also at equilibrium.

■ INTRODUCTION
Coherent optical excitation of infrared-active lattice vibrations
in solids is emerging as a new tool to control the crystal
structure of solids directly and to drive phase transitions
dynamically. Particularly in correlated electronic systems, where
the phase state is determined by the interactions between
charges, orbitals, spins, and the crystal lattice,1 these optically
driven lattice distortions lead to colossal rearrangements in the
electronic and magnetic properties, opening up many
opportunities for applications in ultrafast data processing and
storage. Especially attractive is the ability to switch the
functionality of these solids at high speeds, while minimizing
heating and dissipation.
These advances are related to previous work aimed at driving

chemical reactions by the coherent control of specific molecular
vibrations,2,3 in what is often referred to as “bond selective
chemistry”. However, bond selective chemistry has been often
severely limited by the large atomic motions needed to break or
make chemical bonds. These dynamical distortions inevitably
lead to uncontrolled energy transfer to molecular and bath
modes, an effect typically referred to as internal vibrational
redistribution.4,5 Hence, the applicability of bond selective
control to chemical reactions has so far been limited.

Such limitations are far less important in the solid state. First,
due to cooperativity, the unit cell distortions that accompany a
phase transition are far smaller than the bond dilations and
bond breaking necessary for a chemical reaction. It is not
uncommon to observe enormous changes in the macroscopic
properties of solids for minute lattice distortions, sometimes of
only a few percent of the equilibrium lattice constant. This is
especially true for complex materials, in which electronic
correlations make the collective properties of the solid a highly
nonlinear function of many perturbations. Second, the internal
vibrational redistribution is far less pronounced in crystalline
solids, where translational invariance limits the density of states
of the lattice modes and introduces momentum-conservation
constraints for the decay of vibrational energy.
In this Account, we present some recent advances in this

area. We first discuss how anharmonic energy flow among
different modes is key to atomic structural control. We show
how cubic anharmonicities lead to net displacements of the
crystal lattice. We then summarize some recent experimental
demonstrations for this nonlinear phononics, which involve both
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Fig. 2. Transient optical response of photo-excited K3C60 at T = 25 K and T = 
100 K. Reflectivity and complex optical conductivity of K3C60 at equilibrium 
(red) and 1 ps after photo-excitation (blue) with a pump fluence of 1.1 mJ/cm2, 
measured at base temperatures T = 25 K (A.1-3) and T = 100 K (B.1-3). Fits to 
the data are displayed as dashed lines. Those at equilibrium were performed 
with a Drude-Lorentz model, while those for the excited state using a model 
describing the optical response of a superconductor with a gap of 11 meV. The 
band at 55 meV was assumed to stay unaffected.  
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FIGURES (Main Text) 

 
 

 
 

 

Fig. 1. Structure and equilibrium optical properties of K3C60. (A) Face 

centered cubic (fcc) unit cell of K3C60
xxxviii. Blue bonds link the C atoms on each 

C60 molecule. K atoms are represented as red spheres. (B) C60 molecular 

distortion (red) along the T1u(4) vibrational mode coordinates. Equilibrium 

structure is displayed in blue. The displacement shown here corresponds to 

~12% of the C-C bond length. (C-E) Equilibrium reflectivity and complex optical 

conductivity of K3C60 measured at T = 25 K (red) and T = 10 K (blue).  
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Superconductor evolution 
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Summary: NEGF at work! 
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